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Plot: While making a documentary, oceanographer Steve
Zissou loses his dear friend to a jaguar shark. He raises
funds for an expedition in his ship to hunt the shark and
make a new film.

What do you think about the movie?

| liked the set up for the jaguar shark

| wasn't fond of the shark.

Review
- Excellent music, great acting, teary moments
- you become connected with the characters emotionally

The sole purpose of the movie was to hunt the shark,
but in the process you are also emotionally connected
with other characters.

This movie did a great job reaching into the viewer and
pulling out emotions.

[Facts: Director: Wes Anderson J

Wes Anderson deserves major credit for this.

Indeed, it is a great treat!

Figure 1: An example of knowledge-grounded dialog.
Semantic connections between sentences improve co-
herence and not imposing knowledge boundaries al-
lows the system to utilize multiple knowledge snippets.
The used knowledge is in bold. *The jaguar shark is a
character.
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Document Semantic Graph Construction

Dialog Context Semantic Graph
- Rango Louise
I liked Rango as welll | mean, he did tryto ~ 22"9°
keep the town from the water shortage.
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Knowledge Selection

\j
Selected Knowledge
r. The reserves in the vault only has enough water for }

five more days.
2. The name was a play on the classic Western Django.

v

Response Generation

v

Yeah, there was only water enough for five days. | also liked
how his name is a play on Django.

Figure 2: The pipeline for generating responses based
on a given knowledge source.
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This setting has two inherent draw-backs:

(1) it ignores the semantic connections between
sentences and (2) it imposes an artificial constraint
over the knowledge boundary.

Hence, to bridge these two worlds of sentence-
based knowledge selection and KG-based
knowledge selection, we introduce knowledge
selection using document semantic graphs.
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Dialog Context

[User]: What do you think about
the movie?

[Agent]: It was an action movie
with a lot of shooting and
explosions.

[User]: Yeah like when Mac
opens fire with Blaine’s mini-
gun, firing thousands of rounds
into the jungle.

Method
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Sentence Selection

Mac sees a humanoid-like distortion
that flashes green eyes.

Concept Selection

Humanoid figure; resemble-01;
distort-01; see-01: Mac.

¥

Response Generation
v

That was because Mac saw a
humanoid figure lurking.

Figure 4: The knowledge selection model. We encode the dialog context using a pretrained language model and
represent the dialog context along with each candidate sentence as a context node. We then use an edge-aware
graph attention network to encode the dialog-aware graph. Finally, we classify each node on the graph to be
relevant or not based on the learned node embedding, effectively performing both sentence selection and concept
selection. The selected nodes are outlined in black.
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Plot: Mac sees a humanoid-like distortion that flashes green eyes.

Mac opens fire with Blaine’s mini-gun, firing thousands of rounds into the
| jungle.

'LThe rest of the team rushes to the spot and also opens fire.

Plot | — e S
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: - t a0 } Al
humanoid figure <+—— resemble-01 green eyes

Figure 3: Part of the document semantic graph for the
shown plot. The graph includes the source node (white
rectangle), the sentence nodes (green circles), and the
concept nodes (yellow and blue rectangles). Direc-
tional edges with labels (e.g., A0, Al) are from AMR
parsing, dotted edges are from the document structure.
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Document Semantic Graph Construction

We first process the sentences in the background knowledge
documents using the Stack Transformer AMR to obtain sentence-
level AMR graphs.

Based on the AMR output, we consider all of the concepts that serve
as the core roles (agent, recipient, instrument etc.) for a predicate as
mention candidates.

Then, we run a document-level entity coreference resolution system
to resolve coreference links between such mentions.
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Dialog Context
[User]: What do you think about | LM Encoder
the movie? T
[Agent]: It was an action movie S2 3
with a lot of shooting and
explosions. (eioioN
|User]: Yeah like when Mac
opens fire with Blaine's mini-
gun, firing thousands of rounds
into the jungle. Context-
S1
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Sentence Selection

Mac sees a humanoid-like distortion
that flashes green eyes.

Concept Selection

Humanoid figure; resemble-01;
distort-01; see-01; Mac.

¥
Response Generation
v

That was because Mac saw a
humaneid figure lurking.

Knowledge Selection
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After L layers, we obtain embeddings for our con-

text nodes h
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Sentence Selection

Mac sees a humanoid-like distortion
that flashes green eyes.

Concept Selection

Dialog Context Dialog-aware Graph
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( ( +)) Response Generation
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Humanoid figure; resemble-01;
distort-01; see-01; Mac.
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That was because Mac saw a
humaneid figure lurking.

(7)

(8)

©)



Chongging
University of

Dataset Train Dev Test
Dialogs 7,228 930 913
HOME wees SANE ATIRS 4318

Dialogs 18,430  981/967 965/968

WoW o ums 61263 3401/3186  3246/3360

Table 1: Dataset statistics for WoW and HollE. For
WoW, the first column is the seen split and the second
column is the unseen split.
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Model | Single Reference | Multiple Reference Model | TestSeen | Test Unseen
| MAP  Acc | MAP MRR Acc | MAP  Acc | MAP  Acc
Ranking 0.493 34.3 0.527 0526 453 Ranking 0472 30.1 | 0436 263
Graph Paths | 0.497 35.0 0.527 0.579 45.8 Graph Paths | 0.469 29.5 | 0436 264
Ours 0513 37.7** | 0.514 0580 46.1 Ours 0.469 294 | 0486 30.8%*
Table 2: Knowledge selection results on the HollE Table 3.: Knowledge selection resultfs on WoW using
dataset. For single references, MRR is the same as the topic Pessage and Passages retrieved atlth(? first
MAP. Acc is reported in percentage%. ** indicates b, Acc is reported in percentage. ** lﬂdICBFES
significance compared to the second best model with significance compared to the second best model with

p < 0.005 under the paired t-test. p < 0.005 under the paired t-test.
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Model Single Reference Multiple Reference
R1 R2 RL R1 R2 RL
Transformer MemNet (Dinan et al., 2019) | 20.1 10.3 - 243 128 -
E2E BERT ¢ 259 183 . 411 2279 -
SKT (Kim et al., 2020) 29.8 231 - e 299 -
SKT+PIPM+KDBTS (Chen et al., 2020) | 30.8 23.9 - I 30T -
MIKe (Meng et al., 2021) 37.78 2531 32.82 | 4406 3192 3891
GPT2 + Ranking 40.22 31.78 38.73 | 47.53 39.31 45.89
GPT2 + Graph Paths 40.76 32.32 39.12 | 47.71 39.33 45.90
GPT2 + Graph Selection 4249 3437 41.01 | 47.89 39.58 46.25
GPT2 + Gold knowledge 7592 7282 7537 | 71592 282 7537

of Artificial

Table 4: Response generation results ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL) and knowledge selection

accuracy (Acc%) on HollE. { results taken from (Kim et al., 2020). Other results with citations are taken from their
respective papers.
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Model | Preferred | Approp. Know. Engaging

Ours 69% 3.54 342 3.32
Ranking | 56% 3.47 3.39 3.28 Model Acc(%) MAP Concept Concept
MIKe 34.5% 2.88 3.02 2.82 MAP MRR
Table 5: Human evaluation results. “Preferred” in- Full 37.7 0.513 0.420 0.495
cludes cases where annotators choose multiple systems
as the best. ‘Approp.’ is short for Appropriate, ‘Know.’ Sent. graph 356 0494 - -
is short for Knowledgeable. Coref. graph 37.0 0.510 0.420 0.421
Homog. graph | 373  0.516 0.409 0.398
Model | Rl R2 RL
: Sent. loss 36.0 0500 0.063 0.151
GPT2 + Ranking 1995 470 16.33
GPT2 + Graph Paths 19.83 489 16.37
GPT2 + Graph Selection | 2043 531 16.97 Table 7: Model ablations for knowledge selection on
GPT2 + Gold knowledge | 30.53 11.94 25.61 Holl-E uging Single reference.

Table 6: End-to-end results (in %) on the unseen split of
WoW using first turn retrieved passages as background
knowledge.
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Topic

The Matrix

Bad Ass

Rocky V

History

S: My favorite character was Mor-
pheus, because he truly believed in
what he was doing. U: Yeah. It was
a story of a reluctant Christ-like per-
son ... The Matrix ... should be
the benchmark for all sci-fi films to
come.

S: What was your favorite scene in
this movie? U: I liked the one in
which Frank fights the skinheads. S:
Yes. They messed with the wrong
senior citizen! U: No doubt! Gotta
love the viral fame angle they had
as well.

U: My favorite character was
Adrian ... S: She sure did protect her
family in this great movie. U: [ have
watched the rocky series probably
100 times each ... I would feel of-
fended that Rocky V is rated lower
than Rockys III and IV.

Ours

Ranking

MIKe

And so much interpretation in these
movies. Have the directors ever
come out and just explained it?
That would make things a lot easier.

Yeah. With The Matrix, both ele-
ments are perfectly en sync.

I agree , and I loved the scene
where he throws Neo into the sub-
way tracks then drops down there.

Oh yeah, it goes viral & he is pro-
claimed by the public as “Bad Ass.”

Right. It wasn’t all that bad when
Frank becomes an instant celebrity,
and he and Mrs Vega (Tonita Cas-
tro) are interviewed at the morning
programme LA Mornings by a jour-
nalist (Sam Rubin).

Danny Trejo’s Grand Torino.

Yeah. This movie is a 10, but I feel
I need to give it that bit extra due to
the very low rating this movie has
polled on this site.

My favorite character is Adrian too.

A wonderful movie about father and
son.

Table 8: Generated responses from our system and baselines on HollE. S stands for system turn and U for user

turn.
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User System Knowledge

| never realized since recently that the American football
rules became popular because of college football.

| didn’t know that. | have always wondered where and
how the game got started. It can be a dangerous game.

i T
Ground truth: Yes, it can be. College football is Therefore, college football is generally considered to be the
considered the second tier of American football in the US. | Second tier of American football in the US.
o -
- )
Ours: It was also the first indoor game since 1902. The modermn history of American football can be considered

to have begun after the 1932 Playoff game, which was the
first American football game to feature hash marks... it was
also the first indoor game since 1902.

LY "

- ~

Ranking: Yeah, I'm not too sure, but | know that the team

with the most points wins! The team with the most points at the end of the game wins.

o, v

Figure 5: An example of selected knowledge and generated responses from our model on WoW.



