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This setting has two inherent draw-backs: 
(1) it ignores the semantic connections between 
sentences and (2) it imposes an artificial constraint 
over the knowledge boundary.

Hence, to bridge these two worlds of sentence-
based knowledge selection and KG-based 
knowledge selection, we introduce knowledge 
selection using document semantic graphs.
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Document Semantic Graph Construction

We first process the sentences in the background knowledge 
documents using the Stack Transformer AMR to obtain sentence-
level AMR graphs. 
Based on the AMR output, we consider all of the concepts that serve 
as the core roles (agent, recipient, instrument etc.) for a predicate as 
mention candidates. 
Then, we run a document-level entity coreference resolution system 
to resolve coreference links between such mentions. 



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI

Knowledge Selection
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Knowledge Selection

Response Generation
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